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LABEL SWITCHED PATH NETWORK
FAILURE DETECTION AND TRAFFIC
CONTROL

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims benefit of U.S. Provisional
Patent Application No. 61/828,099 filed May 28, 2013 by
Huaimo Chen and entitled, “System And Method For Detect-
ing Failure And Controlling Traffic,” which is incorporated
herein by reference as if reproduced in its entirety.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

Not applicable.

REFERENCE TO A MICROFICHE APPENDIX

Not applicable.

BACKGROUND

In a conventional multiprotocol label switching (MPLS)
traffic engineering (TE) label switching path (LSP) system, a
second LSP may be employed as a backup LSP to the first
LSP to protect the first LSP in the event of a primary ingress
node fault. The second LSP may be resource consuming
because the second LSP may require additional network
bandwidth that can be comparable to the reserved bandwidth
of the first LSP. Furthermore, the second LSP may reroute
data traffic that causes a delay in traffic delivery. Such a delay
may not be acceptable in some systems (e.g., for real time
services such as internet protocol (IP) television). Addition-
ally, conventional systems may also incorrectly detect a fault
of the primary ingress node for the first LSP. An incorrect
failure detection of the primary ingress node may result in
both the primary ingress node of the first LSP and a backup
ingress node of the second LSP delivering the same data
traffic to a next hop node of the primary ingress node. The
duplicate traffic being delivered to the next hop node of the
primary ingress node may cause service interruptions.

SUMMARY

In one example embodiment, the disclosure includes a
label switched network to provide ingress fault protection of
a primary LSP. Data traffic for the primary LSP may be sent
from a source node to the primary LSP via a primary ingress
node. A first fault detection link may detect a first fault in a
connection between the source node and the primary ingress
node. Upon detecting the first fault, the source node may
switch sending data traffic from the primary ingress nodeto a
backup LSP via a backup ingress node. A second fault detec-
tion link may detect a second fault in a connection between
the primary ingress node and the backup ingress node. Fol-
lowing the detection of the first fault and the second fault, the
data traffic may be merged from the backup LSP into the
primary LSP atthe next hop node of the primary ingress node.

In another example embodiment, the disclosure includes a
network node to provide ingress fault protection of a primary
LSP. A first fault detection link may detect a first fault
between the node and a second node. The node may deter-
mine whether data traffic is available from a third node. The
data traffic may be available when a second fault between the
second node and the third node is detected using a second
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fault detection link; otherwise, the data traffic is unavailable.
When the data traffic is available, the node may import the
data traffic from the third node into a backup LSP. As such, the
data traffic may be merged from the backup LSP into the
primary LSP.

In yet another example embodiment, the disclosure
includes a network node to provide ingress fault protection of
a primary LSP. The network node may monitor a first fault
detection link to detect a first fault between the network node
and a second network. Additionally, the network node may
determine if data traffic is available from a source node. The
data traffic may be available when a second fault between a
second network node and the source node is detected using a
second fault detection link; otherwise, the data traffic is
unavailable. In response to detecting the first fault and deter-
mining that data traffic is available, the network node may
import the data traffic from the source node into a backup
LSP. As such, the data traffic may be merged from the backup
LSP into the primary LSP.

These and other features will be more clearly understood
from the following detailed description taken in conjunction
with the accompanying drawings and claims.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of this disclosure, ref-
erence is now made to the following brief description, taken
in connection with the accompanying drawings and detailed
description, wherein like reference numerals represent like
parts.

FIG. 1 is a schematic diagram of an embodiment of a
conventional label switched system.

FIG. 2 is a schematic diagram of an example embodiment
of a label switched system.

FIG. 3 is an example embodiment of a message object.

FIG. 4 is an example embodiment of a message sub-object
used to communicate a backup ingress node 1P address or a
primary ingress node IP address.

FIG. 5 is an example embodiment of a message sub-object
employed to describe the data traffic to be mapped or routed
to the backup LSP on the backup ingress.

FIG. 6 is an example embodiment of a message sub-object
employed to communicate the labels and routes of the next
hops for a primary ingress.

FIG. 7 is a flow chart of an example embodiment of an
ingress fault protection method.

FIG. 8 is a flow chart of another example embodiment of an
ingress fault protection method.

FIG. 9 is a flow chart of another example embodiment of an
ingress fault protection method.

FIG. 10 is a schematic diagram of an example embodiment
of a network device.

DETAILED DESCRIPTION

It should be understood at the outset that although an illus-
trative implementation of one or more embodiments are pro-
vided below, the disclosed systems and/or methods may be
implemented using any number of techniques, whether cur-
rently known or in existence. The disclosure should in no way
be limited to the illustrative implementations, drawings, and
techniques illustrated below, including the exemplary designs
and implementations illustrated and described herein, but
may be modified within the scope of the appended claims
along with their full scope of equivalents.

Disclosed herein are various example embodiments for
establishing a backup LSP, detecting a failure involving a
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primary ingress node of an LSP, and controlling the data
traffic delivery from a source node to a next hop node of the
primary ingress node via a backup ingress node and the
backup LSP. The data traffic may be delivered from a network
to the next hop node of the primary ingress node via the
backup ingress node and the backup LSP. A network, a source
node and/or a backup ingress node may detect a failure of a
primary ingress node of an LSP and may reroute the data
traffic to a next-hop node of the primary ingress node via the
backup ingress node and a backup LSP. The failure of the
primary ingress node may be determined by employing one or
more fault detection links in order to reduce false-positive
failure detections of a primary ingress node. Upon determin-
ing a primary ingress node failure has occurred and not a
link-failure, the backup ingress node may deliver traffic to the
next-hop node of the primary ingress node via the backup
LSP. As such, the backup ingress node may prevent duplicate
traffic from being delivered in response to a false-positive
detection of a primary ingress node. Some examples of pro-
tection against failures involving the primary ingress node of
an MPLS TE LSP are described in U.S. patent application
Ser. No. 12/683,968, titled “Protecting Ingress And Egress Of
A Label Switched Path,” and U.S. application Ser. No.
12/983,587, titled “System And Method For Protecting
Ingress and Egress Of A Point-To-Multipoint Label Switched
Path,” both of which are incorporated herein by reference.

FIG. 1 is a schematic diagram of an embodiment of a
conventional label switched system 100. The label switched
system 100 may comprise a source node 140 in data commu-
nication with a label switched network 101 having a plurality
of network nodes. The label switched network 101 may be
configured to transport data traffic (e.g., data packets or
frames) from the source node 140 to a second network (e.g.,
an external network) or client (not shown). The label switched
network 101 may be configured to route or switch data traffic
along paths using a label switching protocol, for example,
using MPLS or generalized multiprotocol label switching
(GMPLS). Alternatively, the packets may be routed or
switched via any other suitable protocol as would be appre-
ciated by one of ordinary skill in the art upon viewing this
disclosure. The label switched network 101 may be config-
ured to establish a plurality of LSPs between at least some of
the network nodes and/or between the source node 140 and at
least some of the network nodes. An LSP may be a point-to-
point (P2P) LSP or point-to-multipoint (P2MP) LSP and may
be used to transport data traffic (e.g., using packets and packet
labels for routing).

The plurality of network nodes may comprise a plurality of
edge nodes and a plurality of internal nodes 130. The edge
nodes and internal nodes 130 may be any devices or compo-
nents that support the transportation of data traffic (e.g., data
packets) through the label switched network 101. For
example, the network nodes may include switches, routers,
any other suitable network device for communicating packets
as would be appreciated by one of ordinary skill in the art
upon viewing this disclosure, or combinations thereof. The
network nodes may be configured to receive data from other
network nodes, to determine which network nodes to send the
data to (e.g., via logic circuitry or a forwarding table), and/or
to transmit the data to other network nodes. In some embodi-
ments, at least some of the network nodes may be label
switched routers (LSRs) and may be configured to modify or
update the labels of the packets transported in the label
switched network 101. Additionally, at least some of the
network nodes may be label edge routers (LERs) and may be
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configured to insert or remove the labels of the packets trans-
ported between the label switched network 101 and the source
node 140.

InFIG. 1, the plurality of edge nodes are illustrated as a first
ingress node (e.g., a primary ingress node) 111, a second
ingress node (e.g., a backup ingress node) 112, a first egress
node 121, and/or a second egress node 122. In an example
embodiment where the label switched network 101 is config-
ured to provide a P2MP LSP, the first ingress node 111 and
second ingress node 112 may be referred to as root nodes, and
the first egress nodes 121 and second egress nodes 122 may be
referred to as leaf nodes or destination nodes. Additionally,
the label switched network 101 may comprise a plurality of
internal nodes 130, that may be configured to communicate
with other internal nodes 130 and/or with the edge nodes. The
first ingress node 111 and the second ingress node 112 may be
configured to communicate with a source node 140 that is
coupled to the label switched network 101. As such, the first
ingress node 111 and the second ingress node 112 may each
be configured to transport data traffic between the source
node 140 and the label switched network 101. In some
embodiments, some of the first egress nodes 121 and second
egress nodes 122 may be grouped in pairs such that each pair
may be coupled to a second network or a client (not shown).
Although FIG. 1 illustrates that the first ingress node 111 and
the second ingress node 112 transport traffic between the
source node 140 and the label switched network 101, in
another example embodiment, the source node 140 may be a
network (e.g., an IP network).

The label switched network 101 comprises a first P2MP
LSP configured to transport multicast data traffic from the
source node 140 to one or more second networks or clients
(not shown). The first P2MP LSP comprises the first ingress
node 111, a plurality of internal nodes 130, and a plurality of
first egress nodes 121. The first P2MP LSP is shown using
solid arrow lines in FIG. 1. The label switched network 101
further comprises a second P2MP LSP configured to protect
the first P2MP LSP. For example, the second P2MP LSP may
be configured to forward traffic from the source node 140 to
the second networks or clients (not shown) when the primary
ingress node of first P2MP LSP fails. The second P2MP LSP
comprises the second ingress node 112, a plurality of internal
nodes 130, and a plurality of second egress nodes 122. The
second P2MP LSP is shown using dashed arrow lines in FIG.
1. In some embodiments, at least some of the second egress
nodes 122 ofthe second L.SP may be paired with at least some
of' the first egress nodes 121 of the first P2MP LSP.

FIG. 2 is a schematic diagram of an example embodiment
of a label switched system 200. The label switched system
200 comprises a source node 240 in data communication with
a label switched network 201 (e.g., a packet switched net-
work) having a plurality of network nodes. The source node
240 may be a network or source node that is external or
distinct from the label switched network 201. Alternatively,
the source node 240 may be a portion of and/or incorporated
within the label switched network 201. The label switched
network 201 comprises a first ingress node (e.g., a primary
ingress node) 211, a second ingress node (e.g., a backup
ingress node) 212, a plurality of internal nodes 230, a plurality
of first egress nodes 221, and a plurality second egress nodes
222.

The first ingress node 211 may be configured to commu-
nicate with the second ingress node 212, to indicate that
ingress fault protection is available, and to identify applica-
tion data traffic. In one example embodiment, the second
ingress node 212 may be predetermined by an operator. Alter-
natively, the second ingress node 212 may be configured to be
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selected autonomously (e.g., using a path computation ele-
ment (PCE)) based on network topology information. For
example, a PCE may be configured to inform the first ingress
node 211 of the selected second ingress node 212. The second
ingress node 212 may be configured as a backup ingress node
for the first ingress node 211 and to establish a second LSP
(e.g., abackup LSP). In response to detecting a failure involv-
ing the first ingress node 211, the second ingress node 212
may be configured to receive data traffic for the first LSP from
the source node 240 and to import the data traffic into the
second LSP and the next-hop node of the first ingress node
211 such that the data traffic is merged into the first LSP. Inan
example embodiment, the second LSP may be established as
described in U.S. patent application Ser. No. 12/683,968,
titled “Protecting Ingress And Egress Of A Label Switched
Path.” The label switched network 201 may be configured to
communicate with the source node 240 via the first ingress
node 211 and the second ingress node 212. The label switched
network 201 may be configured to communicate with one or
more second networks or clients 250 via one or more first
egress nodes 221 and/or one or more second egress nodes
222. Although the label switched network 201 is illustrated
comprising a source node 240, a first ingress node 211, a
second ingress node 212, a plurality of internal nodes 230, a
plurality of first egress nodes 221, a plurality second egress
nodes 222, and a plurality of second networks or clients 250,
in one or more example embodiments, any other suitable
configuration and/or combinations thereof may be addition-
ally or alternatively incorporated within the label switched
network 201 as would be appreciated by one of ordinary skill
in the art upon viewing this disclosure.

The label switched network 201 may be configured such
that a plurality of LSPs (e.g., P2P LSP and/or P2MP LSP)
may be established between the network nodes and/or
between the networks and at least some of the network nodes.
The label switched network 201 may comprise a first LSP
(e.g., a P2MP LSP) configured to transport multicast data
traffic from the source node 240 to one or more of the second
networks or clients 250. The first LSP may comprise the first
ingress node 211, one or more internal nodes, and one or more
first egress nodes 221. The label switched network 201 further
comprises a second LSP (e.g., a backup P2MP LSP or sub-
tree). The second LSP may comprise one or more bypass P2P
LSPs and/or P2MP LSPs. For example, the second LSP may
comprise a path from the second ingress node 212 to one or
more next-hop nodes of the first ingress node 211 of the first
LSP. The second P2MP LSP may comprise one or more of the
same internal nodes 230 of the first P2MP LSP and/or one or
more different internal nodes 230 than the first P2MP LSP.

The second ingress node 212 may be configured to receive
information about the first LSP from the first ingress node 211
and to establish the second LSP. The second ingress node 212
may receive information about the first LSP, such as, a backup
ingress address, an ingress address, a traffic descriptor, one or
more label routes, an Explicit Route Object (ERO), a Record
Route Object (RRO), a routing table, a forwarding table or
states, and/or any other routing information as would be
appreciated by one of ordinary skill in the art upon viewing
this disclosure, or combinations thereof. The information
may be communicated via an Open Shortest Path First
(OSPF) type 9 Link State Advertisement (LSA) with a new
Type Length Value (TLV) for the information, via a resource
reservation protocol-traffic engineering (RSVP-TE) PATH
message, or any other suitable protocol. For example, the
second ingress node 212 may receive an RSVP-TE PATH
message comprising a message objectand/or a flag indicating
ingress fault protection from the first ingress node 211. Upon
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receiving information about the first LSP from the first
ingress node 211, the second ingress node 212 may be con-
figured to use the information about the first LSP to establish
a second LSP and to create a forwarding state. For example,
a second LSP may be established by computing a path from
the second ingress node 212 to the next-hop nodes of the first
ingress node 211, setting up the second LSP along the com-
puted path, receiving a PATH message from the first ingress
node 211, sending a reservation (RESV) message indicating
ingress fault protection is available to the first ingress node
211 in response to the PATH message, and creating a forward-
ing state (e.g., forwarding table) for the second LSP. The
PATH and RESV messages may be similar to the PATH and
RESV messages defined by the Internet Engineering Task
Force (IETF). Additionally, the second ingress node 212 may
be configured to receive other messages from the first ingress
node 211, such that the second ingress node 212 has access to
the PATH messages needed for a modification to be sent to
refresh a control-plane state after a failure.

The label switched system 200 may further comprise one
ormore failure detection links. Failure detection links used by
the label switched system 200 may include a bidirectional
fault detection (BFD) session, a P2P LSP, and/or any other
suitable failure detection link. The failure detection link may
comprise a link between two network nodes or a multi-hop
link between a plurality of network nodes. In an example
embodiment, the failure detection link may comprise a BFD
session 280 between the first ingress node 211 and the second
ingress node 212, a BFD session 290 between the source node
240 and the first ingress node 211, and/or a BFD session 285
between the source node 240 and the second ingress node 212
via the first ingress node 211.

The second ingress node 212 may be configured to detect a
failure involving the first ingress node 211 using one or more
of the failure detection links (e.g., BFD session 280 and/or
BFD session 285). As such, the second ingress node 212 may
be configured in a source-backup detector mode (e.g., fault
detection is performed in conjunction with a source node) or
a backup detector mode (e.g., fault detection is performed by
the backup ingress node). When the second ingress node 212
detects a failure in the first ingress node 211, the second
ingress node 212 may be configured to receive the data traffic
intended for the first LSP from the source node 240 and to
import the data traffic into the second LSP and the next-hop
nodes of the first ingress node 211 such that the data traffic is
merged into the first LSP. In an example embodiment, the
second ingress node 212 may detect a failure of the connec-
tion between the second ingress node 212 and the first ingress
node 211 by determining that BFD session 280 is down (e.g.,
not operating). In another example embodiment where the
failure detection link uses both the BFD session 285 and the
BFD session 280, the second ingress node 212 may be con-
figured to detect a failure of the connection between the first
ingress node 211 and the source node 240 by determining the
BFD session 285 is down and that the BFD session 280 is up
(e.g., operating). Additionally, the second ingress node 212
may be configured to detect a failure in the first ingress node
211 by determining that BFD session 285 and BFD session
280 are both down. In response to detecting a failure of the
connection between the first ingress node 211 and the source
node 240 or detecting a failure in the first ingress node 211,
the second ingress node 212 may be configured to receive the
data traffic for the first LSP from the source node 240 and to
import the data traffic into the second LSP and the next-hop
nodes of the first ingress node 211 such that the data traffic is
merged into the first LSP.
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The source node 240 may be configured to detect a failure
involving the first ingress node 211 using one or more of the
failure detection links (e.g., BFD session 290 and/or BFD
session 285). As such, the source node 240 may be configured
in a source detector mode (e.g., fault detection is performed
by the source node) or a source-backup detector mode. The
source node 240 may be configured to detect a failure involv-
ing the first ingress node 211 by determining that the BFD
session 290 is down. For example, the source node 240 may
detect a failure of the connection between the source node 240
and the first ingress node 211 by determining that BFD ses-
sion 290 is down. In response to detecting a failure involving
the first ingress node 211, the source node 240 may be con-
figured to send the traffic intended for the first LSP to the
second ingress node 212 and to stop sending traffic to the first
ingress node 211. As such, the source node 240 switches
traffic flow from the first ingress node 211 to the second
ingress node 212 when the BFD session 290 is down.

FIG. 3 is an example embodiment of a message object 300.
Message object 300 may be employed to signal ingress fault
detection and/or to provide control information to a backup
ingress node to provide ingress fault detection. Message
object 300 may be configured to be an independent message
or incorporated within another message. For example, mes-
sage object 300 may be inserted into a PATH message being
communicated between a primary ingress node and a backup
ingress node. Message object 300 comprises a length field
302, a class number field 304, a class type field 306, a sec-
ondary LSP identifier (ID) 308, a flag field 310, an options
field 312, a detection mode field 314, and a sub-objects field
316. The length field 302 may be about two bytes long and
may indicate the total length (e.g., in bytes) of the message
object 300. The class number field 304 may be about one byte
long and may identify a message object. The class type field
306 may be about one byte long and may identify a message
object type. The secondary LSP ID field 308 may be about
two bytes long and may comprise an ID, which may be used
by a backup ingress node to set up a backup LSP such that
resources may be shared between the backup LSP and an
existing LSP. The flag field 310 may be about one byte long
and may communicate status information from the backup
ingress to the primary ingress. For example, the flag field 310
may indicate whether ingress fault protection is available or
in use. The options field 312 may be about five bits long and
may indicate a desired behavior to a backup ingress node
and/or a next-hop node. For example, the option field 312
may indicate to use a P2MP backup LSP to protect the pri-
mary ingress node. The detection mode field 314 may be
about three bits long and may indicate a desired failure detec-
tion mode. For example, the detection mode field 314 may
indicate that a backup ingress node and/or a source node may
be responsible for detecting an ingress node failure and/or for
redirecting data traffic. The sub-objects field 316 may com-
prise one or more sub-objects which may comprise informa-
tion for establishing a backup LSP and/or for controlling a
backup LSP, as will be disclosed herein. In an example
embodiment, the sub-objects field 316 may be about eight
bytes long.

FIG. 4 is an example embodiment of a message sub-object
400 used to communicate a backup ingress node IP address or
aprimary ingress node IP address. Sub-object 400 may com-
prise a type field 402, a length field 404, a reserved field 406,
and an IP address field 408. The type field 402 may be about
one byte long and may indicate that the sub-object 400 com-
prises a backup ingress node IP address or a primary ingress
node IP address (e.g., an IP version 4 (IPv4) or IP version 6
(IPv6) address). The length field 404 may be about one byte
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long and may indicate the total length (e.g., in bytes) of
sub-object 400. The reserved field 406 may be about two
bytes long and may be filled with zeros. The IP address field
408 may be about four bytes long for an IPv4 address and
about eight bytes long for an IPv6 address. The IP address
field 408 may indicate the IP address of the backup ingress
node or the primary ingress node. For example, the IP address
field 408 may comprise a 32-bit unicast IPv4 address or a
128-bit unicast IPv6 address.

FIG. 5 is an example embodiment of a message sub-object
500 employed to describe the data traffic to be mapped or
routed to the backup LSP on the backup ingress node. Sub-
object 500 comprises a type field 502, a length field 504, a
reserved field 506, and one or more traffic elements 508. The
type field 502 may be about one byte long and may indicate
that the sub-object 500 comprises one or more traffic ele-
ments. The length field 504 may be about one byte long and
may indicate the total length (e.g., in bytes) of sub-object 500.
The reserved field 506 may be about two bytes long and may
be filled with zeros. Each traffic element 508 may be about
four bytes long and may indicate a traffic type. For example,
a traffic element 508 may indicate a traffic type as interface
traffic and may comprise an index of an interface from which
the traffic is imported into the backup LSP. Alternatively, the
traffic element 508 may indicate a traffic type as IPv4/IPv6
prefix traffic and may comprise a prefix length and an 1Pv4/
IPv6 address prefix.

FIG. 6 is an example embodiment of a message sub-object
600 employed to communicate the labels and routes of the
next hops for a primary ingress node. Sub-object 600 com-
prises a type field 602, a length field 604, a reserved field 606,
and a sub-object field 608. The type field 602 may be about
one byte long and may indicate that the sub-object 600 com-
prises one or more labels and/or routes for the next hops fora
primary ingress node. The length field 604 may be about one
byte long and may indicate the total length (e.g., in bytes) of
sub-object 600. The reserved field 606 may be about two
bytes long and may be filled with zeros. The sub-object field
608 may comprise one or more labels and/or routes for the
next hops for a primary ingress node. For example, the sub-
object field 608 may be about eight bytes long and may
comprise the first hops of an LSP and a label paired with each
hop. With respect to FIGS. 3-6, it is noted that any data field
may be any suitable size as would be appreciated by one of
ordinary skill in the art upon viewing this disclosure.

FIG. 7 is a flowchart of an example embodiment of an
ingress fault protection method 700. In an example embodi-
ment, a backup ingress node (e.g., second ingress node 212 as
shown in FIG. 2) may employ method 700 to protect a pri-
mary ingress node (e.g., first ingress node 211 as shown in
FIG. 2) of a first LSP. Method 700 may be used to detect a
failure involving the primary ingress node of a first LSP and
to control the traffic delivery from a first network or source
node (e.g., afirst network or source node 240 as shown in F1G.
2) to the next-hop nodes of the primary ingress node of the
first LSP. At step 702, method 700 may determine whether a
BFD session (e.g., BFD session 280 as shown in FIG. 2)
between a primary ingress node and a backup ingress node is
down. If the BFD session is down, then method 700 goes to
step 704; otherwise, method 700 ends. At step 704, method
700 may determine if data traffic for the first LSP is available
from the first network or source node. If data traffic is avail-
able, then method 700 may go to step 706; otherwise, method
700 goes to step 710. At step 706, method 700 may import the
data traffic from the first network or source node into a backup
LSP and may send control traffic for the primary LSP through
the backup LSP (e.g., via the backup ingress node) to the
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next-hop nodes of the primary ingress node. Method 700 may
then proceed to step 708. At step 708, method 700 may report
that a failure has occurred in the primary ingress node and
then method 700 ends. For example, method 700 may send a
warning and/or an event message to a network management
entity (e.g., acontroller). Returning to step 704, if traffic is not
available, method 700 proceeds to step 710. At step 710,
method 700 may report that a failure has occurred in the BFD
session and/or a link between the primary ingress node and
the backup ingress node and the method 700 ends. For
example, method 700 may send a warning or an event mes-
sage to a network management entity.

FIG. 8 is a flowchart of another example embodiment of an
ingress fault protection method 800. In an example embodi-
ment, a backup ingress node may employ method 800 to
protect the primary ingress node of the first LSP. Method 800
may be used to detect a failure involving the primary ingress
node of a first LSP and to control the data traffic delivery from
a first network or source node to the next-hop nodes of the
primary ingress node of the first LSP. At step 802, method 800
may determine whether a first BFD session (e.g., BFD session
285 as shown in FIG. 2) between the first network or source
node and the backup ingress node via the primary ingress
node is down. If the first BFD session is down, then method
800 proceeds to step 804; otherwise, method 800 moves to
step 816.

At step 804, method 800 imports data traffic from the first
network or source node into a second LLSP and proceeds to
step 806. At step 806, method 800 may determine whether a
second BFD session (e.g., BFD session 280 as shown in FIG.
2) between the backup ingress node and the primary ingress
node is down. If the second BFD session is down, then
method 800 goes to step 808; otherwise, method 800 goes to
step 810. At step 808, method 800 may report that a failure has
occurred in the primary ingress node, on the link between the
backup ingress node and the primary ingress node, and/or on
the link between the source node and the primary ingress node
and then proceeds to step 812. At step 812, method 800 may
send control traffic for the first LSP through the second L.SP
(e.g., via the backup ingress node) to the next-hop nodes of
the primary ingress node of the first LSP and then method 800
ends. Returning to step 806, if the second BFD session is not
down, method 800 proceeds to step 810. At step 810, method
800 may reportthat a failure has occurred on the link between
the source node and the primary ingress node and then
method 800 ends. Returning to step 802, if the first BFD
session is not down, method 800 proceeds to step 816. At step
816, method 800 may check whether the second BFD session
is down. Ifthe second BFD session is down, then method 800
goes to step 820; otherwise, method 800 ends. At step 820,
method 800 may report a warning or event message indicat-
ing that the system is not normal and/or is in an error condi-
tion and then method 800 ends.

FIG. 9 is a flow chart of another example embodiment of an
ingress fault protection method 900. In an example embodi-
ment, a first network or source node may employ method 900
to protect the primary ingress node of a first LSP. Method 900
may be used to detect a failure involving the primary ingress
node of a first LSP and to control the traffic delivery from a
source node to a backup ingress node. At step 902, method
900 may check whether a first BFD session (e.g., a BFD
session 290 as shown in FIG. 2) between the source node and
the primary ingress node is down. If the first BFD session is
down, then method 900 goes to step 904; otherwise, method
900 ends. At step 904, method 900 may switch traffic for the
first LSP from the primary ingress node to the backup ingress
node and/or the second LSP. In an example embodiment, the
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traffic may be switched from the primary ingress node to the
backup ingress node substantially simultaneously with deter-
mining the first BFD session is down. Method 900 may for-
ward the data traffic through the second LSP (e.g., via the
backup ingress node) to the next-hop nodes of the primary
ingress node of the first LSP and then method 900 ends.

FIG. 10 is aschematic view of an embodiment of a network
device 1000. The network device 1000 may comprise a plu-
rality of ingress ports 1010 and/or receiver (Rx) units 1020 for
receiving data, a logic unit or processor 1030 to process
signals, a plurality of egress ports 1040 and/or transmitter
(Tx) units 1050 for transmitting data to other components,
and a memory 1060. The network device 1000 may be suit-
able for implementing any of the disclosed features, methods,
and devices. For example, the network device 1000 may be
suitable for implementing the network nodes in FIGS. 1 and
2.

The logic unit 1030, which may be referred to as a central
processing unit (CPU), may be in communication with the
ingress ports 1010, receiver units 1020, egress ports 1040,
transmitter units 1050, and memory 1060. The logic unit 1030
may be implemented as one or more CPU chips, cores (e.g., as
a multi-core processor), field-programmable gate arrays (FP-
GAs), application specific integrated circuits (ASICs), and/or
digital signal processors (DSPs), and/or may be part of one or
more ASICs.

The memory 1060 may be comprised of one or more disks,
tape drives, optical disc drives, or solid-state drives. Memory
1060 may be used for non-volatile storage of data and as an
over-flow data storage device; may be used to store programs
when such programs are selected for execution; and may be
used to store instructions and data that are read during pro-
gram execution. The memory 1060 may be volatile and/or
non-volatile and may be read-only memory (ROM), random-
access memory (RAM), ternary content-addressable memory
(TCAM), static random-access memory (SRAM), another
suitable type of memory, or any combination thereof. The
memory 1060 may comprise an ingress fault protection mod-
ule 1070 having computer executable instructions that when
executed by the logic unit 1030 may configure the network
device to perform an ingress fault protection method, for
example, methods 700, 800, and 900 as described in FIGS.
7-9, respectively. For example, the memory 1060 may com-
prise computer executable instructions to send/receive data
packets, to establish an LSP, to establish and monitor a fault
detection link or session, to generate a fault or warning report,
to communicate with a network management entity, and/or
any other additional instructions as would be appreciated by
one of ordinary skill in the art upon viewing this disclosure.

At least one embodiment is disclosed and variations, com-
binations, and/or modifications of the embodiment(s) and/or
features of the embodiment(s) made by a person having ordi-
nary skill in the art are within the scope of the disclosure.
Alternative embodiments that result from combining, inte-
grating, and/or omitting features of the embodiment(s) are
also within the scope of the disclosure. Where numerical
ranges or limitations are expressly stated, such express ranges
or limitations should be understood to include iterative ranges
or limitations of like magnitude falling within the expressly
stated ranges or limitations (e.g., from about 1 to about 10
includes, 2, 3, 4, etc.; greater than 0.10 includes 0.11, 0.12,
0.13, etc.). For example, whenever a numerical range with a
lower limit, R, and an upper limit, R,, is disclosed, any
number falling within the range is specifically disclosed. In
particular, the following numbers within the range are spe-
cifically disclosed: R=R +k*(R,-R,), wherein k is a variable
ranging from 1 percent to 100 percent with a 1 percent incre-
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ment, i.e., k is 1 percent, 2 percent, 3 percent, 4 percent, 5
percent, . . ., 50 percent, 51 percent, 52 percent, . . ., 95

percent, 96 percent, 97 percent, 98 percent, 99 percent, or 100
percent. Moreover, any numerical range defined by two R
numbers as defined in the above is also specifically disclosed.
Use of the term “optionally” with respect to any element of a
claim means that the element is required, or alternatively, the
element is not required, both alternatives being within the
scope of the claim. Use of broader terms such as comprises,
includes, and having should be understood to provide support
for narrower terms such as consisting of, consisting essen-
tially of, and comprised substantially of. Accordingly, the
scope of protection is not limited by the description set out
above but is defined by the claims that follow, that scope
including all equivalents of the subject matter of the claims.
Each and every claim is incorporated as further disclosure
into the specification and the claims are embodiment(s) of the
present disclosure. The discussion of a reference in the dis-
closure is not an admission that it is prior art, especially any
reference that has a publication date after the priority date of
this application. The disclosure of all patents, patent applica-
tions, and publications cited in the disclosure are hereby
incorporated by reference, to the extent that they provide
exemplary, procedural, or other details supplementary to the
disclosure.

While several embodiments have been provided in the
present disclosure, it should be understood that the disclosed
systems and methods might be embodied in many other spe-
cific forms without departing from the spirit or scope of the
present disclosure. The present examples are to be considered
as illustrative and not restrictive, and the intention is not to be
limited to the details given herein. For example, the various
elements or components may be combined or integrated in
another system or certain features may be omitted, or not
implemented.

In addition, techniques, systems, subsystems, and methods
described and illustrated in the various embodiments as dis-
crete or separate may be combined or integrated with other
systems, modules, techniques, or methods without departing
from the scope of the present disclosure. Other items shown
ordiscussed as coupled or directly coupled or communicating
with each other may be indirectly coupled or communicating
through some interface, device, or intermediate component
whether electrically, mechanically, or otherwise. Other
examples of changes, substitutions, and alterations are ascer-
tainable by one skilled in the art and could be made without
departing from the spirit and scope disclosed herein.

I claim:

1. A method for providing ingress fault protection in a label
switched network, the method comprises:

sending data traffic from a source node to a first label

switched path (LSP) via a first ingress node;

detecting, by a second ingress node and the source node, a

first fault of the first ingress node using a first fault
detection link between the source node and the first
ingress node;

sending the data traffic from the source node to the second

ingress node in response to detecting the first fault by the
source node;

detecting, by the second ingress node, a second fault using

a second fault detection link between the first ingress
node and the second ingress node; and

importing the data traffic into a second LSP in response to

detecting that the first fault and the second fault exist,
wherein importing the data traffic into the second L.SP
merges the data traffic from the second LSP into the first
LSP at a next-hop node of the first ingress node, and
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wherein the data traffic is no longer sent to the first LSP via

the first ingress node after the first fault.

2. The method of claim 1, further comprising communi-
cating information about the first LSP to the second ingress
node and establishing the second L.SP based on the informa-
tion about the first LSP, wherein the information about the
first LSP comprises a path and a label paired with the path.

3. The method of claim 1, wherein the first fault detection
link and the second fault detection link are bidirectional fault
detection (BFD) sessions.

4. The method of claim 1, further comprising sending a
message indicating the first fault and the second fault exist.

5. The method of claim 4, wherein indicating the first fault
and the second fault exist comprises sending an event mes-
sage to a network management entity.

6. The method of claim 1, wherein the source node is
external to the label switched network.

7. The method of claim 1, wherein the data traffic switches
simultaneously from the first LSP via the first ingress node to
the second LSP via the second ingress node.

8. The method of claim 1, wherein the first LSP is a point-
to-multipoint LSP.

9. The method of claim 1, wherein the second LSP is a
point-to-point LSP.

10. A method for providing ingress fault protection within
a node comprising:

detecting a first fault using a fault detection link between

the node and a second node;

determining that data traffic is available from a third node,

wherein the data traffic is available when a second fault
exists in a second fault detection link between the third
node and the second node, and wherein the data traffic is
unavailable when the second fault does not exist in the
second fault detection link between the third node and
the second node;

importing the data traffic from the third node into a first

label switched path (LSP), wherein importing the data
traffic is in response to determining that the data traffic is
available from the third node and detecting the first fault;
and

merging the data traffic from the third node into a second

LSP via the first LSP,

wherein the node is a backup ingress node and the second

node is a primary ingress node, and

wherein the first fault is detected by the node and the

second fault is detected by the node and the third node.

11. The method of claim 10, further comprising receiving
information about the second LSP and establishing the first
LSP based on the information about the second LSP, wherein
the information about the second LSP comprises a next-hop
node for the second node.

12. The method of claim 10, wherein merging the data
traffic from the third node into the second LSP comprises
sending the data traffic to a next-hop node of the second node.

13. The method of claim 10, wherein the first fault detec-
tion link and the second fault detection link are bidirectional
fault detection (BFD) sessions.

14. The method of claim 10, further comprising sending an
event message indicating the presence of the first fault and the
second fault.

15. A computer program product comprising computer
executable instructions stored on a non-transitory computer
readable medium such that when executed by a processor
causes a network node to:

monitor a first fault detection link between the network

node and a second network node to detect a first fault in
the first fault detection link;
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determine that data traffic is available from a source,
wherein the data traffic is available when a second fault
exists in a second fault detection link between the source
and the second network node, and wherein the data
traffic is unavailable when the second fault does not exist
in the second fault detection link between the source and
the second network node;

import the data traffic from the source into a first label
switched path (LSP), wherein importing the data traffic
is in response to detecting the first fault exists and deter-
mining that the data traffic is available from the source;
and

merging the data traffic from the source into a second L.SP
via the first LSP,

wherein the network node is a backup ingress node and the
second network node is a primary ingress node, and

wherein the first fault is detected by the network node and
the second fault is detected by the network node and the
source.

16. The computer program product of claim 15, further

configured to receive information about the second LSP and
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establish the first LSP based on the information about the
second LSP, wherein the information about the second LSP
comprises a path and a label paired with the path.

17. The computer program product of claim 15, wherein
merging the data traffic from the source node into the second
LSP comprises sending the data traffic to a next-hop node of
the second network node.

18. The computer program product of claim 15, wherein
the first fault detection link and the second fault detection link
are bidirectional fault detection (BFD) sessions.

19. The computer program product of claim 15, wherein
the computer executable instructions when executed by the
processor causes the network node to send a message indi-
cating the presence of the first fault and the second fault.

20. The computer program product of claim 19, wherein
sending a message indicating the presence of the first fault
and the second fault comprises sending a report to a network
management entity.



